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Abstract 
Brain is very important part of our body. Brain is a remote control of our day-to-day activity. If 
any problem occurs in brain, then immediate reaction we can see in our activity. The disease which 
disorders the brain where it causes uncontrollable or unintended movements of our body such as 
balancing the body or co-ordination of the activity, stiffness or shaking the body. These are the 
symbols of the disease name Parkinson’s. 
Keywords: Parkinson’s disease (PD), Machine Learning, Support Vector Machine, Feature 
Selection. 
 
Introduction 
Parkinson's disease (PD) is a progressive neurodegenerative disorder that affects millions of people 
worldwide. The disease is characterized by a gradual loss of dopamine-producing neurons in the 
brain, leading to motor symptoms such as tremors, stiffness, and difficulty with balance and 
coordination. Although there is no cure for PD, early diagnosis and treatment can significantly 
improve the quality of life for patients. Machine learning (ML) has shown promise in predicting 
PD by analysing large datasets of clinical and biological information. ML models can identify 
patterns and relationships within data that may not be visible to human analysts, and can be used 
to predict the likelihood of disease onset or progression based on patient characteristics. In recent 
years, several studies have investigated the use of ML for PD prediction, using various types of 
data such as medical records, imaging studies, and genetic information. These studies have shown 
that ML can accurately predict PD, potentially allowing for earlier diagnosis and treatment. 

Objective 

Machine learning predictive models will help to classify the people who are healthy and people 
who are suffering from Parkinson’s Disease through ML based methods/algorithms. Different AI-
based techniques for the classification are reasonable for being a good support for the expert. The 
Machine Learning Classification technique will help to improve the accuracy & result of the model 
and also the dependability of diagnosis and reduce possible loopholes, hence making the PD 
classification more time- 
Problem Statement 

The main aim is to predict the prediction efficiency that would be beneficial for the patients who 
are suffering from Parkinson and the percentage of the disease will be reduced. Generally, in the 
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first stage, Parkinson's can be cured by the proper treatment. So it‘s important to identify the PD 
at the early stage for the betterment of the patients. The main purpose of this research work is to 
find the best prediction model i.e. the best machine learning technique which will distinguish the 
Parkinson’s patient from the healthy person. The techniques used in this problem are SVM. The 
experimental study is performed on the voice dataset of Parkinson’s patients which is downloaded 
from the Kaggle. The prediction is evaluated using evaluation metrics like confusion matrix, 
precision, recall. The machine learning model we have created is around 75% to 80% accurate. 
The disease for which there are no diagnostics methods machine learning models are able to predict 
whether the person has Parkinson’s disease or not. This is the power of machine learning by using 
which many of the real-world problems are being solved. 

Technical Terminology 
Support Vector Machines 
Support Vector Machines (SVM) is a powerful machine learning algorithm used for both 
classification and regression tasks. It works by finding an optimal hyperplane that separates 
different classes or predicts continuous values. SVM aims to maximize the margin, which is the 
distance between the hyperplane and the closest data points from each class. This approach allows 
SVM to generalize well and handle complex decision boundaries. 
In this particular case we use Linear SVM, Linear SVM (Support Vector Machine) is a variant of 
the SVM algorithm that uses a linear decision boundary to separate different classes in the input 
data. In linear SVM, the goal is to find the best hyperplane that maximally separates the classes 
while maintaining a maximum margin between the decision boundary and the closest data points 
from each class. 
The decision boundary in linear SVM is a linear combination of the input features, represented by 
a linear equation of the form: 
 w^T * x + b = 0  
where w is the weight vector, x is the input feature vector, and b is the bias term. 

 
The linear SVM algorithm aims to find the optimal values of the weight vector w and the bias term 
b by solving an optimization problem. The objective is to minimize the classification error while 
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maximizing the margin between the decision boundary and the support vectors, which are the data 
points closest to the decision boundary. 
Linear SVM is particularly effective when the input data is linearly separable, meaning that there 
exists a hyperplane that can perfectly separate the classes. In our case, the goal is to separate the 
two hand positions “Open” and “Close” respectively using the Image inputs. 
Program 
 
Libraries Used 
NumPy : is a Python library used for working with arrays.It also has functions for working in 
domain of linear algebra, fourier transform, and matrices. 
Pandas : Pandas is an open-source Python library that consists of multiple modules for high-
performance, easy-to-use data structures, and data analysis tools 
Sklearn Model : Sklearn(or Sci kit-learn). It is a Python library that offers various features for 
data processing that can be used for classification, clustering, and model selection.train_test_split 
:train_test_split is a function in Sklearn model selection for splitting data arrays into two subsets: 
for training data and for testing data. Sklearn train_test_split will make random partitions for the 
two subsets. 
 •X, Y the first parameter is the data set you're selecting to use.  
•train_size : This parameter sets the size of the training data set.  
•The ideal split is said to be 80:20for training and testing. You may need to adjust it depending on 
the size of the data set and parameter complexity. 
sklearn.metrics: The metrics module from the sci kit-learn library, which provides various 
evaluation metrics for machine learning models. 
Working Of Program: 
Training of the SVM 
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Data Preprocessing: The first step in developing a PD prediction model using ML is to preprocess 
the data. This typically involves cleaning the data, filling in missing values, and converting 
categorical variables into numerical variables. Data cleaning may involve removing outliers, 
correcting data entry errors, and dealing with inconsistencies in the data. Missing values can be 
filled in using techniques such as mean imputation, median imputation, or mode imputation. 
Categorical variables can be converted into numerical variables using techniques such as one-hot 
encoding or label encoding. 
Feature Selection: The next step is to select the most relevant features for PD prediction. This can 
be done using various techniques such as correlation analysis, principal component analysis 
(PCA), or feature importance analysis. Correlation analysis involves identifying the features that 
are most strongly correlated with the target variable (PD). PCA involves reducing the 
dimensionality of the data by identifying the principal components that explain the most variance 
in the data. Feature importance analysis involves using ML models such as random forests or 
gradient boosting machines to identify the most important features for prediction. 
Model Training: Once the relevant features have been identified, the next step is to train the ML 
model. This involves splitting the data into training and testing sets, fitting the model to the training 
data, and tuning the model hyper parameters. ML models that can be used for PD prediction 
include logistic regression, decision trees, random forests, support vector machines (SVMs), and 
neural networks. 

Working Model
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Results 

Here in this project, we are going to collect the patient details from datasets. These details will be 
of various forms of parameters such as age, height, weight, walking gait, etc. Speech dataset: The 
Multi-Dimensional Voice Program (MDVP) is a well-established software program used for 
quantitative acoustic signal assessment of voice quality. The MDVP calculates a number of 
acoustic parameters including shimmer, short-term perturbations of the amplitude, and jitter, short-
term perturbations of the frequency. Here we have used data of 195 patients. MDVP: The Multi-
Dimensional Voice Program (MDVP) is a computer program that can calculate as many as 33 
acoustic parameters from a voice sample. It is standard software for acoustic assessment which is 
widely used by many researchers in the voice field for being very comprehensive. The MDVP 
appears to have potential for rapid quantitative assessments of voice in both research and clinical 
applications it diagnosis of pediatric vocal cord dysfunction. Dysphonia is a phonation disorder 
with the difficulty in the voice production. Dysphonia can be observed with hoarse, harsh, or 
breathy vowel sounds, as a result of impaired ability of the vocal folds to properly vibrate during 
exhalation. Here we have used data of 77 patients. These datasets will have all patients' details 
according to our need. We need to mine the data from the set of given data. Here the concept of 
machine learning is been used. Here the input data are being pre-processed according to our need, 
Parkinson's affected people are been tabulated and using machine learning algorithm we are 
predicting how patients are being affected. The below graph Fig 2 is the graph that represents the 
accuracy rate using different algorithms and speech datasets for detection of Parkinson's disease. 
Fig 3 shows the accuracy rate using different algorithms and tremor datasets for detection of 
Parkinson’s disease. 

Conclusion 
Parkinson’s disease affects the CNS of the brain and has yet no treatment unless it’s detected early. 
Late detection leads to no treatment and loss of life. Thus, its early detection is significant. For 
early detection of the disease, we utilized machine learning algorithms such as SVM and Random 
Forest. We checked our Parkinson disease data and find out SVM is the best Algorithm to predict 
the onset of the disease which will enable early treatment and save a life. In this process we can 
predict the Parkinson’s disease in patient’s body using machine learning technology and this 
method makes the process easy to our user. Our analysis provides very accurate performance in 
detecting Parkinson's disease using SVM algorithm. 
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